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We investigate universal approximation properties of multi-layered binary neural networks.
This leads – in cooperation with Nihat Ay – to separate arbitrary vertex classes in n-cubes,
thereby continuing a former paper by both of us, together with Frank Pasemann, where we
devoted ourselves to the particular case of only one hidden layer.


